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Abstract

We propose a new top-down approach to measure systemic risk in the financial system. Our
framework uses a combination of macroeconomic, financial and rating factors in represen-
tative regions of the world. We formulate a mixed-frequency state-space model to estimate
macroeconomic factors. To derive financial risk factors, we use Moody’s/KMV expected de-
fault frequencies after accounting for ratings of major financial institutions in the considered
regions. The estimated factors are combined to derive probabilities for systemically relevant
defaults in the financial industry. Regional macroeconomic factors are significant predictors of
the existence and number of systemically important defaults, while regional financial risk and
ratings factors are relevant indicators for the existence only. For major events, global credit risk
also matters. Unconventional monetary policies may be useful for ameliorating high hurdle
systemic events.

Keywords: Systemic financial risk, Factor models, Mixed frequency models, Kalman filter,
State-space model, Hurdle model
JEL Codes: C33, E44, G01, G17.

1. Introduction

We introduce a new top-down approach to measure systemic risk in the financial system, com-
bining information on macroeconomic, financial and ratings factors in four representative re-
gions of the world. We find that regional macroeconomic conditions can predict the existence
of a systemically important financial events, as well as the number within a period. A measure
of regional financial risk as well as a ratings factor are also significant indicators for the exis-
tence of systemic events. A measure of a global credit risk premium is associated with major
events, which may be reduced by appropriate unconventional monetary policy in the form of
credit easing. To obtain these results, first we formulate a state space dynamic factor model
(DFM) of a variety of observed macroeconomic and financial variables from the United States,
the European Union, Australia and China since 1990. We estimate unobserved macroeconom-
ic factors for the ‘world’ and for each representative region, using observed stock and flow
variables arriving at mixed frequencies. At the next stage, these macroeconomic factors are
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used as drivers along with risk ratings to help explain financial risks in each region, derived
from Moody’s/KMV expected default frequencies for major financial institutions in each re-
gion. Finally, the macroeconomic, financial and ratings factors are then combined to derive
probabilities for systemically relevant defaults in the financial industry. We then infer the evo-
lution of systemic risks in each region from these probability estimates using a hurdle model,
yielding local predictions from global information.

The need for a better understanding of the drivers of financial risk in a systemic context became
a major issue as a result of the recent global financial crisis in 2007 and 2008. In response to
the severe cost of the crisis, the U.S. Congress enacted the Dodd Frank Wall Street Reform
and Consumer Protection Act, usually referred to as the Dodd Frank Act in July 2010. As a
major part of this reform, the Financial Stability Oversight Council (FSOC) was established to
identify risks to financial stability arising from events or activities of large financial firms or
elsewhere and to respond to emerging threats to the stability of the financial system. The Dodd
Frank Act is evidence of the emphasis regulators put on identifying and reacting to potential
threats of the financial system as a whole.

Research on financial crises and systemic risk has grown rapidly during the last 5 years, for ex-
ample, see Ishikawa et al. (2012) for a summary of recent empirical literature and Bisias et al.
(2012) for a survey on quantitative approaches to the measurement of systemic risks. General-
ly, the starting point for monitoring and responding to potential systemic risks is the timely and
accurate measurement of threats to the financial system. The economic and financial literature
provides a variety of approaches to monitoring these risks, including models based on measures
of illiquidity, default risk and probability distributions, on measures created from network anal-
ysis and graph-theoretic techniques, and on macroeconomic measures ((Bisias et al., 2012)).
The suggested methods fall roughly into two categories: bottom-up and top-down approaches.

Bottom-up approaches in general measure the contribution of individual institutions to the sys-
temic risk of the entire financial market or system in a region. They often also measure feedback
effects between shocks to the financial system and the risk of individual financial institutions.
Important representative work in this area includes Acharya et al. (2012b), Adrian and Brun-
nermeier (2011), Allen et al. (2010), and Brownlees and Engle (2012), just to mention a few.

Adrian and Brunnermeier (2011) introduce the Delta Conditional Value-at-Risk (CoVaR) mea-
sure, relating systemic risk to the Value-at-Risk (VaR) of the market conditional on individual
institutions being under distress. Similarly, Hautsch et al. (2011) measure systemic risk as the
time-varying contribution of a firm’s VaR on the market VaR, while White et al. (2012) con-
centrate on spillover effects between the VaR of a financial institution and the market. ? derive
a measure of aggregate systemic risk (CATFIN) using the 1% VaR measures of a cross-section
of financial firms. They suggest that the derived measure forecasts economic downturns almost
one year in advance in conducted out-of-sample tests.

Acharya et al. (2012b) measure systemic risk of a financial institution as its contribution to the
total capital shortfall of the financial system that could be expected in a future crisis and de-
rive the so-called Marginal Expected Shortfall (MES) and Systemic Expected Shortfall (SES).
Following this line of thought, Acharya et al. (2012a); Brownlees and Engle (2012) propose a
systemic risk measure (SRISK) that captures the expected capital shortage of a firm given its
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degree of leverage and marginal expected shortfall. Usually, these studies measure the contribu-
tion of major US financial institutions to systemic risk. Note that Benoit et al. (2013) provide
a theoretical and empirical comparison of several of these approaches and find that different
systemic risk measures identify very different financial institutions as being systemically im-
portant. Also, their results suggest that rankings based on systemic risk estimates often mirror
rankings that could be obtained by sorting the firms based on market risk or liabilities.

Top-down approaches usually rather identify systemic risk by inferring factors relating to high
level features of the financial system, potentially also including macroeconomic variables.
Lowe and Borio (2002) and Borio and Lowe (2004) explain how systemic financial distress
often arises because financial imbalances develop in otherwise benign circumstances. For 34
countries in 1960-1999, they find that sustained credit and asset price growth increased financial
instability risk. Billio et al. (2012) use principal components to analyze the interconnectedness
among hedge funds, banks, brokers, and insurance companies. They find high interrelatedness
between these, which have become less liquid in recent years, increasing the level of systemic
risk particularly for the finance and insurance industries. Allen et al. (2010) examine the impact
of networks and the architecture of the financial system on systemic risk. Schwaab et al. (2014)
apply so-called coincident risk measures and early warning indicators for financial distress of
the whole system, derived from macro and credit risk data.

In this paper we develop a top-down approach to create early warning indicators for systemic
risk. Our research design has three key elements: a global macroeconomic DFM, a global fi-
nancial risk DFM, and a global systemic risk hurdle regression model.

In the first two elements, we propose DFMs for the measurement of global macroeconomic and
financial conditions based on state space methods. In particular we estimate mixed frequency
models to create real-time indicators of macro-financial and credit risk conditions. The applied
framework follows work by Mariano and Murasawa (2003); Aruoba et al. (2009) who apply
mixed-frequency models to extract factors that summarize various sources of information arriv-
ing at different frequency1. Factor models and the dimension reduction of a set of explanatory
variables have always played a substantial role in the analysis of financial markets. Applica-
tions include, for example, asset pricing, the analysis of risk and returns, portfolio management
and modelling term structure dynamics. They allow a reduction in the dimensionality of the set
of potential explanatory variables, leading to parsimonious and efficient risk management tools.
DFMs have become popular in macroeconomics and finance because they provide a powerful

1Our approach relates to the work on now-casting and real-time business and financial condition indicators.
Recently, various authors have explained the importance of measuring financial and economic activity at high
frequency, for example see Altissimo et al. (2001); Evans (2005); Giannone et al. (2008); Angelini et al. (2011).
In this paper, we do not restrict our attention to observable variables at the same frequency, for example, as
in Giesecke and Kim (2011). We use data for variables that are available at different frequencies, but estimate
all unobservable factors at the highest frequency of the observable data. To create an effective framework for
delivering metrics of economic activity at monthly frequency in a dynamic factor model with data on relevant
variables arriving at different frequencies, the set of information needs to be integrated using some type of efficient
multivariate filter. We apply a mixed-frequency approach with the Kalman filter as in Mariano and Murasawa
(2003); Aruoba et al. (2009); Sheen and Wang (2014) to integrate macroeconomic and financial variables in a
coherent framework. Since this approach leads to missing data for variables at low frequencies, a state-space
representation is appropriate. For the estimation of these models, the filter delivers high-frequency unobserved
indicators, which utilises efficiently information from the lower-frequency variables despite many missing data
points.
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tool for understanding the co-movement between many time series (see for example Geweke
(1977), Bernanke et al. (2005), Kose et al. (2012) and Leu and Sheen (2011)). Using observed
macroeconomic and other financial variables, e.g. forward-looking measures such as implied
volatilities, in a DFM, we estimate unobserved factors for global business cycle conditions
(common to all observed variables) as well as region-specific business cycle conditions (which
are common to all observed variables in a particular region). Following a similar approach for
the second element, we use observed measures of future credit risk in the form of expected de-
fault frequencies (EDFs) for a set of the top 11 financial companies in each region to estimate
unobserved factors for region or country-specific financial hazards (common to all credit risk
variables in a specific region) after accounting for ratings by Moody’s and our macroeconomic
factors. These financial factor estimates deliver model-based predictors of financial distress,
beyond what ratings agencies produce. The interesting question is what these model-based
predictors can explain just before and during systemic crises, and whether they can be used to
monitor and forecast systemic risks globally or in a specific region.

Accordingly, in our third element, we delve further into early warning systems of financial
stress and default, integrating our DFM factor estimates with actual default events. We con-
tribute to the literature on systemic risk quantification, in particular to the area of top-down
approaches for the measurement of systemic risks in the financial system2. As complements to
information on actual defaults and EDFs, we also include other measures of credit risk, such as
factors for credit ratings provided by Moody’s KMV and TED spreads. Since actual defaults
are relatively rare, the monthly time-series of default counts is heavily inflated by zeros. Hav-
ing zero or not zero defaults in a month may well be determined by different covariates than
the actual number of non-zero defaults. Recognizing this, a major contribution of this paper is
that we employ a hurdle model to explain the zero counts (with a Binomial process) and the
non-zero counts (with a Poisson process) using different explanatory variables. This distinction
is important because we find only recent macroeconomic history helps in explaining the sever-
ity of a crisis (the number of defaults), while the financial, macroeconomic and credit rating
factors are all important in explaining the existence of a crisis (the zeros). Also this distinction
enables us to compare the determinants of low hurdle with high hurdle crises.

Another contribution of our paper is that we provide a framework for measuring and analyz-
ing drivers of systemic risks for the financial sector across different geographical regions using
our hurdle model. So far only a limited number of studies have focussed on an international
or global perspective. Exceptions include the work by Pesaran et al. (2006); Schwaab et al.
(2014)3. By taking an international perspective and identifying global macroeconomic and fi-

2In this line of research, usually a combination of high-level features of the macro economy and the financial
system are used to create forward-looking measures of systemic risk. Giesecke and Kim (2011) use a hazard rate
approach with contagion and additional macro-financial factors as exogenous regressors to measure systemic risk.
Schwaab et al. (2014) use Moody’s credit risk data alongside macro and financial data for the US and EU (and a
mixture of countries for the rest of the world) to construct financial failure indicators.

3Our paper is closely related to Schwaab et al. (2014). We differ in the following aspects: 1. Instead of
using their more computational-demanding non-Gaussian state-space framework, we restrict ourselves to a linear-
Gaussian framework to allow mixed frequency data. 2. Instead of using data on financial and non-financial firms,
we focus on the former because we are interested in systemic financial crises. 3. We consider credit ratings
important for measuring financial risk, and so we estimate and use a credit rating factor to help explain actual
defaults. 4. They do not consider the zero inflation problem for defaults, and simply have a Binomial model.
Instead we introduce a hurdle model. 5. We add China and Australia to our regional set outside the US and the
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nancial factors as well as links between the considered regions, the developed framework also
allows us to retrieve information about systemic risk for regions where only limited (or even
no) information exists in default or ratings data for the financial sector. For example, for a
country like Australia, where the number of observed defaults for financial institutions is very
low and only a limited number of companies are rated by the major ratings agencies (such as
Moody’s/KMV), it will be virtually impossible to derive appropriate systemic risk indicators
from local data. By taking a global perspective, we can at least partially overcome this problem
and assess systemic risk for such a country with limited information by taking advantage of in-
ternational linkages and systematic credit risk conditions across different geographical regions.

The remainder of the paper is organized as follows. Section 2 introduces the applied framework
for measuring macro-economic conditions for four representative regions of the world. Section
3 develops a framework for estimating regional financial risk factors based on Moody’s KMV
expected default frequencies (EDFs), beyond the roles of credit risk ratings and macroeconomic
factors. Section 4 provides empirical results on the estimation of a systemic risk index using the
macroeconomic, financial risk and ratings factors. It examines the usefulness of these estimates
for predicting systemic risk in the considered regions. Section 6 concludes.

2. The dynamic macroeconomic factor model

We formulate a state space model to estimate macroeconomic factors for different represen-
tative regions of the world using macroeconomic data observed at different frequencies. The
model is based on an extended cumulator method that allows for autoregressive processes (for
example, see Harvey (1990), Aruoba et al. (2009) and Sheen et al. (2013)). With this method,
flow variables observed at a lower frequency are driven by the cumulated values of the un-
observed state factors over the higher frequency observation period rather than by the state
variables themselves. The cumulated state variables (or cumulators) are augmented to the state
vector, with the low frequency flow variables loading on the cumulators and the high frequency
variables loading on state factors4.

We consider a five factor model—with four regional factors and one global factor. We model
the world as composed of four representative regional types: a rich super power—the United
States (US); a super power bloc of countries—Europe (EU ) comprising 27 countries; a typical
rich small open economy—Australia (AU ), that has had little experience of corporate financial
defaults in our sample period since 1990; and the rest of the emerging and developing world
represented by China (CH), which also has experienced very few defaults.

We assume that the factors driving the macroeconomic conditions in each region can be decom-
posed into an unobserved global component that is common to all regions and an unobserved
regional-specific component. The global factor component is assumed to follow an AR(1) pro-
cess:

MW
t+1 = φWMW

t +
∑
r

θWr M
r
t + ηWt , (2.1)

EU, while they use a differing mixture of other countries for defaults and macroeconomic data.
4In Appendix A, we give an example of a mixed frequency model with one stock and one flow variable.

5



while the specific factor of region r is:

M r
t+1 = φrM r

t + θrWM
W
t + ηrt . (2.2)

where r = US,EU,AU,CH .

A cumulator for a flow variable in region r can be expressed as:

M r,c
t+1 = ψrtM

r,c
t +M r

t+1

= ψrtM
r,c
t + φrM r

t + θrWM
W
t + ηrt , (2.3)

where ψrt is an indicator variable, equal to 1 in periods t when low frequency variables are not
observed and 0 otherwise.

Observed variables used to estimate business cycle indices vary across studies. Output, con-
sumption and investment data are used in Kose et al. (2003); employment, GDP and the term
premium are used in Aruoba et al. (2009); the term premium, hours worked, a business con-
fidence index, the terms of trade, the real exchange rate, GDP and job vacancies are used in
Sheen et al. (2013); GDP, industrial production, unemployment rate, industrial confidence in-
dex, price data (inflation, stock market returns), the term premium and residential property
prices are used in Schwaab et al. (2014). We use ten variables as detailed in Table 1. These
variables cover a range of characteristics: stocks and flows; monthly, quarterly and annual da-
ta; and economic activity as well as pricing data in labour markets, product markets and asset
markets.

Table 1: Variables used in the macroeconomic models

Variables Monthly Quarterly Annual

Output (gdp) US,EU,AU,CH

Inflation rate (inf ) US,EU,CH AU

Unemployment rate (unr) US,EU,AU CH

Confidence index (ci) US,EU AU,CH

Residential property price (pp) US,EU,CH AU

Stock market return (sr) US,EU,AU,CH

Job vacancies (vac) US EU,AU,CH

Term of trade (tot) US,CH AU EU

Credit/GDP (crd) US,EU,AU,CH

Term premium (tpm) US,EU,AU,CH

Using the observed variables in Table 1, the observation equation of the state space model can
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be written as:

yUSgdp,t

...

yCHgdp,t

yUSinf,t

...

yCHtpm,t


=


γUSgdp 0 ... 0

... ... ... ...

0 0 ... γCHtpm





yUSgdp,t−3

...

yCHgdp,t−3

yUSinf,t−1

...

yCHtpm,t−1



+



µUSgdp 0 0 0

04×5 ... ... ... ...

0 0 0 µCHgdp

0 µUSinf 0 0 0

... ... ... ... ... 036×4

0 0 0 0 µCHtpm





MW
t

MUS
t

...

MCH
t

MUS,c
t

...

MCH,c
t


+



εUSgdp,t

...

εCHgdp,t

εUSinf,t

...

εCHtpm,t


(2.4)

where εri,t ∼ N(0, σri ).
The transition equation for the state-space system with four regions is:



MW
t+1

MUS
t+1

...

MCH
t+1

MUS,c
t+1

...

MCH,c
t+1


=



φW θWUS θWEU θWAU θWCH 0 0 0 0

θUSW φUS 0 0 0 0 0 0 0

... ...

θCHW 0 0 0 φCH 0 0 0 0

θUSW φUS 0 0 0 ψUSt 0 0 0

... ...

θCHW 0 0 0 φCH 0 0 0 ψCHt





MW
t

MUS
t

...

MCH
t

MUS,c
t

...

MCH,c
t


+



ηWt

ηUSt

...

ηCHt

ηUSt

...

ηCHt


(2.5)

For model (2.4)-(2.5) to be identified, we fix the variance of factor innovations to unity.5

2.1. Estimation results
We use data collected from Datastream for the period from January 1990 to December 2012.
The time series for the observed variables are detrended using the Hodrick-Prescott filter and
demeaned before estimation. GDP for CH and the real property prices of EU are deseasonal-
ized using an ARIMA model as suggested by the NBER.

Estimates of the 136 parameters of the model (2.4)-(2.5) are given in Table B.5 in Appendix
B. In summary, we find as expected positive and significant loadings on GDP for Europe, on

5See Geweke and Zhou (1996) for further details about identification conditions.
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inflation for Europe and China, on unemployment for the US, Europe and Australia, on busi-
ness confidence for Europe, Australia and China, on residential property prices and vacancies
for the US, Europe and Australia, on the terms of trade for China, and the term premium for
Europe. Regarding the transition parameters, φ and θ, we find that all factors exhibit high and
significant persistence, that the world factor is negatively driven by the lagged Europe factor,
but with a small effect, and that Europe, Australia and China respond positively to the world
factor. We find significant persistence in a majority of individual data series. Finally we find
an insignificant estimate for the idiosyncratic standard error of US residential property prices,
which indicates that this is a good predictor for the other US variables.

Figure 1 presents the smoothed estimates of the world and regional macroeconomic factors,
including their 95% confidence bands6. The period from the mid-1990s until the mid-2000s
reflect what is widely known as the ‘Great Moderation’—the confidence intervals for all re-
gional factors include 0. In 1994-5, the EU, Australia and China experienced a significant
boom as they emerged from weaker activity earlier. All factors are at their most negative dur-
ing the 2008-9 financial crisis, and evidently the US led the rest into that downturn, following
a significant build-up in the US from 2004-7. The subsequent recovery was gradual reaching
a semblance of normality at the end of 2012. The EU is significant (and negative) only in the
early 1990s and the 2008 crisis, obviously buoyed by the performance of the German economy.
The Australian economy suffers significantly in its last recession in 1990-1993, and only for
a short time in the 2008 crisis. China exhibits a significant boom in the 1990s, stability (on a
growth path) in the 2000s, and just a minor and brief crisis in 2008-9.

6At the initial period of observation, the confidence interval is typically quite large, because a diffuse prior for
the states is being used for the initial period. As soon as information becomes available, confidence shrinks to a
reasonable interval
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Figure 1: Estimates of smoothed macroeconomic factors

3. The financial risk factor model

We now expand our monthly model to estimate the drivers of financial risk for the four repre-
sentative regions. We assume that the default risk of bonds of individual financial companies
in each region is driven by unobserved factors for regional financial risk, F r

t , after accounting
for a ratings factor, FA

t , and the estimated world and regional factors for macroeconomic con-
ditions, MW

t and M r
t .

Measuring financial distress for a region based on its historical defaults only is an almost impos-
sible task, given the rather small number of historical default events. This is true in particular
for three of our considered regions Europe, China and Australia, where less than 50 defaults in
total could be observed during the time period from 1990 - 2012 in the financial sector. Thus,
models based on actual defaults only will most likely not provide an informative picture of the
actual situation with respect to financial distress. Instead we derive a complementary financial
risk factor arising from expected default frequencies (EDFs) for a set of the largest financial
companies in each region provided by Moody’s KMV, after accounting for their credit ratings.
These EDFs are based on structural models of credit risk Merton (1974) that combine account-
ing based measures on debt with forward-looking information from equity markets. We believe
these measures provide a timely and up-to-date picture of current stress in the financial sector,
since they also take into account equity prices and volatility of financial institutions. Our de-
rived financial risk and ratings factors will then used in the next section to help infer systemic
risk for all regions, including those with few defaults.
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We represent each region by a set of the eleven largest financial companies (N = 11) among
Moody’s rated company bonds in that region. Credit ratings and EDFs for these companies
on a monthly frequency, obtained through Moody’s KMV CreditEdge over the period 1990.1-
2012.12 (T = 276), are used to estimate our financial risk factor model.

Since the EDF of company i in region r at date t, EDF r
i,t, takes values between 0 and 1, we

transform it using the logistic function into a real-valued variable zri,t that is supported by a
Normal distribution:

zri,t = log
EDF r

i,t

100− EDF r
i,t

, i = 1...N, t = 1...T, r = 1...R.

The transformed EDFs, zri,t, are assumed to depend on the Moody’s rating of company i in re-
gion r at date t, the region of domicile of the company, and world and regional macroeconomic
conditions:

zrit = F r
t D

r
i + FA

t A
r
i,t + κWMW

t + κrDr
iM

r
t + εri,t, (3.1)

where Dr
i is an indicator variable for whether company i resides in region r, Ari,t is the rating

of company i in region r, MW
t is our estimated global macroeconomic index and M r

t is our
estimated macroeconomic index of region r.7

The observation equations can be expressed in matrix form as:


zUS1,t

...

zCHN,t

 =


1 ... 0 AUS1,t

... ... ... ...

0 ... 1 ACHN,t




FUS
t

...

FCH
t

FA
t



+


MW

t MUS
t ... 0

... ... ... ...

MW
t 0 ... MCH

t




κW

κUS

...

κCH

 +


εUS1,t

...

εCHp,t

 (3.2)

where εrj,t ∼ N(0, σrj ).

This model specification indicates that rising risks exhibiting in higher EDFs may be reflected
in higher announced ratings, Arj,t and/or a higher estimated ratings factor, FA

t . If the ratings
agency fails to predict these rising risks, the estimated ratings factor will be seen to rise. In this
way, it can be interpreted as a measure of the agency’s failure.

7The model would not be identified if both the F factors and the κ factors were time-varying. Since the
estimated macroeconomic conditions indices are time-varying, we choose to keep the κs constant across time.
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We assume that the F factors evolve according to the transition equation:
FUS
t+1

...

FCH
t+1

FA
t+1

 =


βUS 0 0 0 0

... ... ... ... ...

0 0 0 βCH 0

0 0 0 0 βA



FUS
t

...

FCH
t

FA
t

 +


ηUSt

...

ηCHt

ηAt

 (3.3)

where the vector ηt ∼ N(0,Ση), and Ση is diagonal. This model (3.2)-(3.3) is identified be-
cause all the financial risk loadings in (3.2) are fixed at unity.

3.1. Key features of the EDF and the ratings data
For our EDF data from Moody’s, the eleven largest financial companies in the four regions that
we use represent 59%, 27%, 100% and 81% of the total number of bond issues and 32 %, 33 %,
68 % and 38 % of the market capitalization in 2012 for the US, EU, AU and CH, respectively.
In the case of China, which is a relatively new entrant to bond markets, we have also included
financial companies from Hong Kong8.

Bonds rather than companies are rated by Moody’s, and so multiple bond ratings may exist for
a company on a single date. To obtain ratings for a company, we follow Fuertes and Kaloty-
chou (2007) to use the lowest rating of senior unsecured bonds issued by that company. EDF
data are provided monthly for the period 1990-2006 and then daily thereafter. We estimate the
model using end-of-month data. Some companies may start their subscription to the ratings
service later than others while some may cease earlier. For those that start later (or end early),
we ignore their earlier (later) EDF data.

The distribution of observations across ratings are shown in Table 2. The data are more concen-
trated in higher ratings with about 90% of observations for Baa1 or better. However, movements
of ratings to low levels may provide valuable information for the study of systemic risk. The
conventional approach is to group ratings together and assign a separate factor to each group.
In grouping low ratings with higher ratings, the information of sudden increases in risk may be
lost. To preserve the information, we create a numerical ranking for assigned ratings, from 1
for the highest rating Aaa to 16 for the lowest rating B3. Thus movements to low ratings will
increase the rank value. Since all ratings are considered together, a data sparsity issue does not
arise.

8Since the Hong Kong and mainland Chinese economies are closely linked, our estimated CH macroeconomic
factor is likely to have similar effects on the EDFs and defaults for financial companies in both.
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Table 2: Observations across ratings

Rating Frequency Count Percent of Total
Frequency

Cumulative
Frequency Count

Cumulative
Percent

Aaa 325 4.99 325 4.99

Aa1 547 8.41 872 13.40

Aa2 808 12.42 1680 25.81

Aa3 1659 25.49 3339 51.31

A1 858 13.18 4197 64.49

A2 793 12.19 4990 76.67

A3 587 9.02 5577 85.69

Baa1 321 4.93 5898 90.63

Baa2 63 0.97 5961 91.59

Baa3 78 1.20 6039 92.79

Ba1 118 1.81 6157 94.61

Ba2 85 1.31 6242 95.91

Ba3 157 2.41 6399 98.33

B1 10 0.15 6409 98.48

B2 24 0.37 6433 98.85

B3 75 1.15 6508 100.00

3.2. Estimation results for the financial risk model
The state space model in equations (3.2) and (3.3) has 59 parameters to be estimated: 44 in the
diagonal measurement error covariance matrix Σ, 5 in the diagonal transition error covariance
matrix Q, 5 in the diagonal matrix β and 5 for the macroeconomic factors. The numerical
optimization search using arbitrary starting values would be time-consuming. Since the model
is equivalent to a stochastic regression model, we use the two-stage procedure proposed by
Diebold and Li (2006) to obtain reasonable initial values of parameters. This reduces the com-
putation time more than 6-fold.

The results are given in Table C.6 in Appendix C. In summary, the β estimates show significant-
ly high persistence of the five factors. All estimated error standard deviations are significant.
The κ estimates indicate that our estimated macro factors have significant and negative im-
pacts on the EDFs of financial companies in the US, EU and China, which implies that better
macroeconomic conditions reduced our factor measures of unobserved financial risks, over and
above what ratings had indicated. It further suggests that there is scope for improved macro-
prudential regulation in these 3 regions, but not in Australia.
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Figure 2: Estimates of smoothed financial factors

The estimates for the ratings factor and the four regional financial risk factors9 are shown in
Figure 2, including their 95% confidence intervals.

The ratings factor measure declined from a peak in 1992 through the 1990s, rose temporarily
until 2005, fell marginally but not significantly prior to the crisis, but then rose significantly
and then stabilized from 2009. This factor represents the generalized contribution of given rat-
ings to the expected default risk of companies. If ratings do not change but EDFs are rising,
the estimated ratings factor will increase to some extent. The significant rise seen in FA from
2007 to late 2009 was in the period when ratings agencies were widely criticised for failing
to indicate adequately escalating risks. An important question answered in the next section is
whether this ratings factor could predict systemic risk events—we will show that it was useful
for predicting the existence of systemic crises, and in particular high hurdle ones.

9Note that the regional factors are all negative because we are using the logistic transforms of the EDFs.
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The US financial risk factor (which is a measure of financial risks after accounting for ratings)
shows heightening risk from 1999 to 2002 (probably the ‘dot-com’ crisis), and a significant de-
cline in apparent financial risk until 2007, which probably reflected an inability to understand
the true inherent risks of the upcoming crisis. After the 2008 crisis, this factor rose steeply
and remained high until 2011, after which it recovered. The EU also displays a fairly similar
pattern in financial risk until 2008, after which it began to suffer significantly from the US-
induced crisis amplified later by its own sovereign debt crisis. Australia exhibits relatively low
risk throughout, decreasing in the early 2000s until 2009 when it returns to its norm. China
has no information on EDFs before 1996, declining financial risk as its economy boomed until
2007, but a steep increase from 2008 as it financial system came under increasing pressure from
its fast economic growth.

Having now estimated summary factor measures for macroeconomic outcomes, ratings and
financial risks, we now consider how these might explain the extent of systemic financial risks
in the regions.

4. Modelling systemic indices

If a single major financial firm defaults or if a cluster of financial institutions defaults simul-
taneously, this will typically unsettle confidence in the regional or even the global financial
system. Therefore we define systemic risk as the time varying probability of sufficiently large
defaults of one or more currently active financial institutions in a given economic region during
a particular period. Such a definition of systemic risk or financial distress has been applied
in several previous studies, including, for example, Giesecke and Kim (2011); Goodhart and
Segoviano (2009); Schwaab et al. (2014). In particular we define a systemically relevant event
as a default where the total market capitalization of the defaulting companies accounts for k%
or more of a region’s market capitalization.10 We consider two values of k to test whether we
need to distinguish between a larger number of systemic events that also includes defaults of
financial institutions with a lower regional market capitalization effect (i.e. a smaller k), and
a smaller number of larger systemic events (i.e. a larger choice of k). These two cases are la-
belled ‘low hurdle’ and ‘high hurdle’ systemic events, though note that all ‘high hurdle’ events
are contained in the set of ‘low hurdle’ events.

Information about financial defaults is extracted from Compustat and Moody’s Default Risk
Service (DRS). Note that Compustat records defaulted companies when they file bankruptcy
under Chapter 7 and Chapter 11, see, e.g., Duffie et al. (2007) for more details. These defaults
may not necessarily cover all the cases of default listed in Moody’s DRS. This is due to the
broader definition of default adopted by Moody’s DRS, including three types of credit events:
(1) a missed or delayed disbursement of interest and/or principal; (2) bankruptcy, administra-
tion, legal receivership, or other legal blocks (perhaps by regulators) to the timely payment of
interest and/or principal; or (3) a distressed exchange to help the borrower avoid default. We
included both default events recorded in Moody’s DRS and Compustat, since both definitions
of defaults are relevant for the systemic risk of the financial sector.

10We use the market capitalization lagged by two years for defining these systemic events to avoid the impact of
any default on the defaulted company’s market capitalization shortly prior to default. There can be several events
occurring in a period if the period is sufficiently long. On each day of a month, we compute the number of defaults
and these add to the month’s count if their total is not less than k% of the market.
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4.1. Features of the default data

Table 3: Observed defaults across geographical regions.

Region Frequency Count Percent of Total
Frequency

Cumulative
Frequency Count

Cumulative
Percent

US 215 83.66 215 83.66

EU 39 15.18 254 98.83

AU 2 0.78 256 99.61

CH 1 0.39 257 100.00

As seen in Table 3, there were 257 defaults by listed financial companies in the four regions
over the period 1990.1-2012.12, of which 83.66% occurred in the US. Almost 90% of all de-
faults occurred since 2000.1. Severe default events occurred in the US and the European Union
in 2009. Only two occurred in Australia, one in 2009 and the other in 2012. For China, they
occurred in 2002-2003 and 2009-2010.

Figure 3 provides a plot of the severity of all observed default events measured by the percent-
age regional market capitalization of the defaulted financial institution. We find that only a
relatively small number of defaults occurred to financial institutions with a market capitaliza-
tion greater than k = 0.1%, the largest being the collapse of Lehman Brothers in 2008. Figure
4 displays the number of systemic events with a regional market capitalization of at least k%
as a function k.

Figure 3: Severity of default events measured by the percentage regional market capitalization
of the defaulted financial institution.
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Figure 4: Number of systemic default events with regional market capitalization of at least k%
as a function of k.

4.2. The hurdle model
Our monthly dataset of systemic financial default counts, Srt , for our 4 regions since 1990 con-
tains a large number of zeroes. For this reason, we use a hurdle regression model to identify
factors affecting and predicting such systemic events. In a hurdle model, a binomial probabil-
ity model governs the binary outcome of whether the count variate (the number of systemic
events) has a zero or a positive realization. If the realization is positive, the ‘hurdle’ is crossed
and the conditional distribution of the positive realizations truncated at zero governs the num-
ber of counts.

The pooled hurdle model can be formally written as:

P (Srt = sr) ∼fhurdle(sr|πrt , λrt ), r = US,EU,AU,CH (4.1)

fhurdle(s
r|πrt , λrt ) =

{
1− πrt if sr = 0

πrt fTPoisson(sr|λrt ) if sr > 0

fTPoisson(sr|λrt ) =
1

1− e−λrt
(λrt )

sre−λ
r
t

sr!

where Srt is the number of systemic events occurring in region r in period t; πrt is the probabil-
ity that the number of systemic events is positive in region r in period t and λrt is the intensity
parameter that controls the probability of systemic events in region r in period t. Since the
number of events in the Poisson process is always greater than or equal to 1, so is the expected
number of events ( λrt

1−e−λ
r
t
).

Since probabilities range between 0 and 1, we make the logit transformation of πrt and assume
this depends on n covariates of region r. The ‘zero hurdle’ component of the model is:
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log πUSt /(1− πUSt )

...

log πCHt /(1− πCHt )

 =


1 ZUS

1,t ZUS
2,t ... ZUS

n,t

... ... ... ... ...

1 ZCH
1,t ZCH

2,t ... ZCH
n,t




α0

αZ1

αZ2

...

αZn


(4.2)

while for the ‘count’ component of the model, the logarithm of the Poisson parameter λrt is
assumed to depend on m covariates of region r:


log λUSt

...

log λCHt

 =


1 XUS

1,t XUS
2,t ... XUS

m,t

... ... ... ... ...

1 XCH
1,t XCH

2,t ... XCH
m,t




δ0

δX1

δX2

...

δXm


(4.3)

As mentioned above, we distinguish between two different cases based on the choice of k: the
case where also ‘low hurdle’ systemic events are measured (k = 0.002%), i.e. a larger number
of defaults is included in the sample, such that we have a total of 75 systemic events for all
regions. When only ‘high hurdle’ systemically relevant defaults are considered (k = 0.01%),
we obtain 38 systemic events for all regions, i.e the sample contains a smaller number of more
severe default events.

The set of covariates tried in model estimation include the derived regional and world macroe-
conomic factors (M r

t ,M
W
t ), the regional financial risk factor (F r

t ), the ratings factor (FA
t ), a

credit default spread index (cds), the TED spread between interest rates on interbank loans
and on short-term government debt (spread), changes in term premium (dtpm), changes in
3-month Treasury bill rate (dm3), the excess return of property price over stock market return
(epp), the stock market return (sr), the volatility of stock market indices (vol), and their lags.11

4.3. Hurdle model estimates
Table 4 gives the results for the hurdle model. To reach these estimates, we began with the most
general set of covariates and sequentially eliminated the most insignificant ones.

11The volatility of stock market indices is estimated using an exponentially weighted moving average (EWMA)
model with λ = 0.94. The data required to calculate liquidity spreads are difficult to obtain, especially for China.
Instead, we use the US TED spread for all regions since several studies have found that the TED spread drives
systemic risk not only in the US but also in other countries. All explanatory variables are demeaned and scaled to
have unit variance so that their impacts on systemic risk can be compared.
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Table 4: Hurdle Model Estimation Results

Low hurdle High hurdle

Count component

δ0 -2.46 *** -2.76 **

δM
r
t−6 -0.89 *** -1.71 **

δtpmt 0.61 -1.1

Zero component

α0 -2.54 *** -3.79 ***

αM
r
t−1 -0.29 ** -0.42 **

αF
r
t 0.39 *** 0.69 ***

αF
A
t 0.29 ** 0.55 ***

αspreadt 0.11 0.28 **

Pseudo R2 0.187 0.242

Note: Significance at the 1%, 5% and 10% level is denoted by ∗∗∗, ∗∗ and ∗ respectively

The top three rows provide the estimates for the ‘count’ component of the hurdle model, given
that systemic events occur. Interestingly, the only statistically significant parameters are the in-
tercept and the regional macroeconomic factor lagged six months for both low and high hurdle
systemic events. Thus the intensity of a systemic crisis in a region depends negatively on the
macroeconomic state. The better the state, the fewer the number of systemic events.

We show the estimates for the term premium as a test of the possible effectiveness of the quan-
titative easing by the FED and the Bank of England in reducing long interest rates and thus
systemic risk. The estimates are not significantly different from 0, and so quantitative easing
does not appear to work through this channel.

Rows four to eight show the estimates for the ‘zero’ component of the hurdle. In general,
the probability of a systemic event depends negatively and significantly on the lagged regional
macroeconomic factors, and positively and significantly on the regional financial risk factors
and on the general ratings factor12. This suggests that macroeconomic conditions may provide
good predictive information about the likelihood of a future systemic crisis. The financial risk
and ratings factors enter contemporaneously are thus symptoms or coincident indicators of a
crisis.

The TED spread has a significant positive effect on the probability of a high hurdle systemic
event. A high spread may reflect a freeze in credit markets, which is a symptom of a high hur-
dle crisis. This result also suggests that if unconventional monetary policy in the form of credit

12Since most of the defaults took place after 2000, we re-estimated the hurdle model for the shorter period
2001.1 to 2012.12. The results were similar, except for the fact that the ratings factor no longer plays a statistical
role. This suggests that the ratings became less informative when the intensity of systemic events increased.
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easing can reduce the TED spread, it will significant reduce the probability of a high hurdle
systemic crisis.

These estimates show that lagged macroeconomic factors predict the existence and intensity of
systemic crises. It is interesting to note that the existence depends only on a one month lag,
while the intensity depends on the six month lag. This implies that the intensity is greater if the
macro conditions have been building up for some time.

4.3.1. Comparing low and high hurdle systemic crises
There are some differences between predictors of low and high hurdle defaults in the financial
sector.

Given a systemic crisis, the intensity of a high hurdle event is affected almost double by the
six-month lag of regional macroeconomic conditions than is the intensity of a low hurdle event.
For the probability of a crisis, we find that the one month lag of the regional macro factors is
significant for both events, with an almost 50% higher impact on high hurdle ones. The signif-
icant contemporaneous regional financial risk factor generates about a 75% higher impact on
high hurdle defaults. Thus larger systemic events are more readily explained by evolving (but
unmeasured) regional financial risks. For larger systemic events, ratings play a 90% bigger
role, suggesting a higher predictive payoff to high quality ratings for high hurdle events. In
general, the absolute values of estimated parameters are greater for high hurdle events. For the
‘zero’ component, as seen in Table 4, only high hurdle events are significantly and positively
related to the TED spread, suggesting that larger systemic events are closely associated with
(but not necessarily caused by) global credit market crises. Finally, we report the (McFadden)
pseudo R2 for the two events, which is higher for the high hurdle case, but this statistic cannot
be used to compare estimations with different datasets.

For each region and crisis case, we present in Figures 5 to 12 the actual number of systemic
events, the estimated probability of a systemic event (πrt ) and the estimated number of systemic
events(πrtλ

r
t/(1− e−λ

r
t ). Conditional on the number of systemic events being positive, λrt/(1−

e−λ
r
t ) is the expected number of systemic events, which must be greater than or equal to 1. The

expected number of systemic events (πrtλ
r
t/(1−e−λ

r
t ) is thus always larger than the probability

of a systemic event (πrt ) and the larger the difference, the more likely that multiple systemic
events will occur in the period. For low hurdle crises that have many more events than high
hurdle crises, the difference can be and is noticeable.
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Figure 5: Systemic index for the US—low hurdle systemic events, i.e. all defaults of financial
institutions with regional market capitalization of at least k = 0.002%.

Figure 6: Systemic index for the US—high hurdle systemic events, i.e. defaults of financial
institutions with regional market capitalization of at least k = 0.01%.

The two cases in the US have some important similarities and differences. Generally, the prob-
ability of a smaller systemic event is higher than of a larger one. The probability of observing
a low hurdle and a high hurdle systemic event increased dramatically in 2008 to 32% and 40%,
respectively. Both probabilities declined to almost zero by the end of 2012.
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Figure 7: Systemic index for the European Union—low hurdle systemic events, i.e. all defaults
of financial institutions with regional market capitalization of at least k = 0.002%.

Figure 8: Systemic index for the European Union—high hurdle systemic events, i.e. defaults
of financial institutions with regional market capitalization of at least k = 0.01%.

The EU differs noticeably from the US in the period after 2008, when the probability of a sys-
temic event began a second escalation from 2011, probably reflecting the sovereign debt crisis
for a number of southern European countries. The probability of low hurdle (high) systemic
events reached 30% (20%) at the end of 2012.
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Figure 9: Systemic index for Australia—low hurdle systemic events, i.e. all defaults of financial
institutions with regional market capitalization of at least k = 0.002%.

Figure 10: Systemic index for Australia—high hurdle systemic events, i.e. defaults of financial
institutions with regional market capitalization of at least k = 0.01%.

For Australia, which had only two low hurdle systemic events, the inferences have to come
largely from the default experiences in the US and EU. These suggest that the probability of a
low hurdle or high hurdle event was almost as high in 2008 as in the US. When a low hurdle
event occurred in 2012, the probability was 15%. However the probability of a systemically
relevant event returned to a small value around 10%.
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Figure 11: Systemic index for China—low hurdle systemic events, i.e. all defaults of financial
institutions with regional market capitalization of at least k = 0.002%.

Figure 12: Systemic index for China—high hurdle systemic events, i.e. defaults of financial
institutions with regional market capitalization of at least k = 0.01%.

China experienced just one default in 2009. Again based on inference from the US and EU,
the probability of a low hurdle or high hurdle crisis rose dramatically in 2008 to reach 18% and
14% respectively. It recovered to have a modest risk of a systemic crisis through 2012—10%
for a low hurdle one, and 10% for a high one.

A key question is whether our model would have predicted the existence and severity of the
2008 financial crisis. Since regional macroeconomic factors play a significant role over the
whole sample for explaining the existence and severity of systemic events, they ought to have
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had predictive power for the crisis. Looking back at Figure 1, the US regional macroeconomic
factor turned down quite significantly in late 2007, well before the EU, Australia and China
factors. House prices had begun to fall in the US, which worsened business conditions, leading
to a fall in labour demand through posted vacancies and rising unemployment. These 3 vari-
ables had significant estimated loadings for the US macroeconomic factor, which in turn had
a significant impact on the probability and intensity of a systemic event in mid-200813. Since
expected and actual defaults rose in the US, this in turn affected business confidence globally,
worsening in particular the regional macroeconomic factors in Europe, Australia and China.
The US house price collapse thereby evolved into a global systemic financial event.

5. Conclusions

Our top-down approach to estimating systemic risk across four representative regions of the
world has established the importance of regional macroeconomic factors for predicting the
likelihood and intensity of a systemic event. The likelihood of an event is also related to con-
temporaneous regional financial risk and ratings factors, and so these are coincident indicators.
We construct the unobserved macroeconomic factors using a mixed-frequency state-space mod-
el, employing a wide range of relevant macroeconomic variables. The financial risk and ratings
factors arise from a state-space model of expected financial defaults of the eleven largest finan-
cial institutions in each region. Our systemic risk inferences are obtained from a hurdle model,
based on actual defaults in the regions.

Our model could have predicted the 2008 crisis through the rise in our estimates of systemic
probability in late 2007. This was on account of the significant negative effects on the US
macroeconomic factor value of the fall in US house prices in late 2007, which in turn signifi-
cantly increased the probability and intensity of a globalized systemic event in mid-2008.

Stronger macroeconomic conditions will reduce the probability and intensity of a systemic
event, both low hurdle and high hurdle ones. Policymakers need to ensure macroeconomic
stability over the longer term to avoid any systemic crises. Ratings are relevant for predicting
systemic events, but are shown to have been inadequate. Just prior to the 2008 crisis, that in-
sufficiency was pronounced. After accounting for ratings, the residual financial risk in a region
arising out of Moody’s KMV expected default frequency data is an important indicator of the
probability of a systemic event. Therefore, financial regulators and supervisors need to ensure
that these financial risk factors are not escalating. Credit market dysfunction represented by
the TED spread is closely associated with high hurdle systemic financial crises. Therefore this
indicator is also a useful bellwether of a major systemic event, and insofar that unconventional
monetary policy can reduce this spread, it can be a useful channel for improving the health of
the financial system when in crisis.

13These results remained true when we re-estimated the models with data ending in mid-2008.
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Appendix A. An example of a small mixed-frequency state-space model

Consider a single factor monthly model of two observed time series where the first series y1,t
is a stock variable or a flow variable observed at monthly frequency and the second series
y2,t is a flow variable observed at quarterly frequency. Assume the transition equation for the
macroeconomic factor Mt at a monthly frequency is:

Mt+1 = φMt + ηt.

The first monthly variable follows an idiosyncratic AR(1) process and loads on factor Mt:

y1,t = γ1y1,t−1 + µ1Mt + ε1,t,

while the quarterly observed flow variable, y2,t, has a quarterly AR(1) process but loads on the
cumulated aggregate M c

t of factor Mt,:

y2,t = γ2y2,t−3 + µ2M
c
t + ε2,t

where the monthly M c
t is defined for t = 3(q − 1) +m as:

M c
3(q−1)+m =

m∑
s=1

M3(q−1)+s, q = 1, 2, ..., Q,m = 1, 2, 3

and Q is the number of quarters observed, and m indexes the month within a quarter. The
process for the cumulator M c

t can be expressed more succinctly as:

M c
t+1 = ψ2,tM

c
t +Mt+1 = ψ2,tM

c
t + φMt + ηt, (A.1)

where ψ2,t is an indicator variable, equal to 1 in periods t when y2,t is not observed and 0 oth-
erwise.

The mixed-frequency state-space model becomes:

[
y1,t

y2,t

]
=

[
γ1 0

0 γ2

][
y1,t−1

y2,t−3

]
+

[
µ1 0

0 µ2

][
Mt

M c
t

]
+

[
ε1,t

ε2,t

]
(A.2)[

Mt+1

M c
t+1

]
=

[
φ 0

φ ψ2,t

][
Mt

M c
t

]
+ ηt

[
1

1

]
(A.3)
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Appendix B. Macroeconomic factor model estimates
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Table B.5: Estimated parameters of macroeconomic model

Mu Value Theta & Phi Value Gamma Value Sigma Value

µUSgdp 0.03 φW 0.80 *** γUSgdp 0.82 *** σUSε,gdp 0.40 ***

µUSinf -0.04 θWUS 0.09 γUSinf 0.39 *** σUSε,inf 0.93 ***

µUSunr -0.02 ** θWEU -0.08 *** γUSunr 0.97 *** σUSε,unr 0.18 ***

µUSci 0.01 θWAU -0.00 γUSci 0.91 *** σUSε,ci 0.41 ***

µUSpp 0.06 *** θWCH 0.00 γUSpp 0.14 *** σUSε,pp 0.00

µUSsr -0.02 φUS 0.93 *** γUSsr 0.01 σUSε,sr 1.02 ***

µUSvac 0.03 ** φEU 0.98 *** γUSvac 0.89 *** σUSε,vac 0.36 ***

µUStot 0.01 φAU 0.83 *** γUStot 0.92 *** σUSε,tot 0.41 ***

µUScrd 0.10 φCH 0.95 *** γUScrd -0.08 σUSε,crd 0.93 ***

µUStpm -0.02 θUSW 0.05 γUStpm 0.93 *** σUSε,tpm 0.30 ***

µEUgdp 0.02 *** θEUW 0.63 ** γEUgdp 0.81 *** σEUε,gdp 0.32 ***

µEUinf 0.02 *** θAUW 0.44 *** γEUinf 0.91 *** σEUε,inf 0.35 ***

µEUunr -0.02 *** θCHW 0.37 *** γEUunr 1.00 *** σEUε,unr 0.13 ***

µEUci 0.04 *** γEUci 0.80 *** σEUε,ci 0.13 ***

µEUpp 0.04 *** γEUpp 0.77 *** σEUε,pp 0.24 ***

µEUsr -0.01 γEUsr -0.09 σEUε,sr 1.02 ***

µEUvac 0.04 ** γEUvac 0.68 *** σEUε,vac 0.61 ***

µEUtot -0.08 γEUtot 0.12 σEUε,tot 0.93 ***

µEUcrd -0.02 γEUcrd 0.66 *** σEUε,crd 0.76 ***

µEUtpm -0.02 *** γEUtpm 0.97 *** σEUε,tpm 0.27 ***

µAUgdp 0.01 γAUgdp 0.73 *** σAUε,gdp 0.66 ***

µAUinf -0.02 γAUinf 0.06 σAUε,inf 1.01 ***

µAUunr -0.02 *** γAUunr 0.97 *** σAUε,unr 0.30 ***

µAUci 0.25 *** γAUci 0.11 σAUε,ci 0.28 **

µAUpp 0.09 *** γAUpp 0.28 *** σAUε,pp 0.37 ***

µAUsr -0.02 γAUsr 0.06 σAUε,sr 1.02 ***

µAUvac 0.04 *** γAUvac 1.02 *** σAUε,vac 0.23 ***

µAUtot 0.02 γAUtot 0.84 *** σAUε,tot 0.59 ***

µAUcrd 0.00 γAUcrd 0.12 σAUε,crd 0.97 ***

µAUtpm 0.02 * γAUtpm 0.85 *** σAUε,tpm 0.42 ***

µCHgdp 0.00 γCHgdp 0.84 *** σCHε,gdp 0.39 ***

µCHinf 0.17 *** γCHinf 0.09 σCHε,inf 0.55 ***

µCHunr 0.01 γCHunr 0.37 * σCHε,unr 0.93 ***

µCHci 0.27 *** γCHci 0.20 ** σCHε,ci 0.00
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µCHpp -0.01 γCHpp 0.99 *** σCHε,pp 0.48 ***

µCHsr -0.01 γCHsr -0.01 σCHε,sr 1.03 ***

µCHvac 0.05 γCHvac 0.58 *** σCHε,vac 0.80 ***

µCHtot -0.07 *** γCHtot 0.75 *** σCHε,tot 0.50 ***

µCHcrd -0.05 γCHcrd 0.20 σCHε,crd 0.95 ***

µCHtpm 0.02 γCHtpm 0.14 σCHε,tpm 1.01 ***
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Appendix C. Financial risk model estimates

Table C.6: Estimated parameters of financial risk model

Parameter Value Parameter Value Parameter Value

βA 1.00 ∗∗∗ σUSε,1 0.51 ∗∗∗ σAUε,3 0.85 ∗∗∗

βUS 1.00 ∗∗∗ σUSε,2 1.38 ∗∗∗ σAUε,4 0.09 ∗∗∗

βEU 1.00 ∗∗∗ σUSε,3 1.72 ∗∗∗ σAUε,5 0.81 ∗∗∗

βAU 1.00 ∗∗∗ σUSε,4 0.44 ∗∗∗ σAUε,6 1.42 ∗∗∗

βCH 1.00 ∗∗∗ σUSε,5 1.69 ∗∗∗ σAUε,7 1.71 ∗∗∗

κW 0.01 σUSε,6 2.03 ∗∗∗ σAUε,8 0.92 ∗∗∗

κUS -0.03 ∗ σUSε,7 2.01 ∗∗∗ σAUε,9 1.84 ∗∗∗

κEU -0.01 ∗∗ σUSε,8 0.65 ∗∗∗ σAUε,10 1.54 ∗∗∗

κAU -0.01 σUSε,9 0.51 ∗∗∗ σAUε,11 0.41 ∗∗∗

κCH -0.06 ∗∗∗ σUSε,10 1.01 ∗∗∗ σCHε,1 0.89 ∗∗∗

σUSε,11 0.14 ∗∗∗ σCHε,2 1.17 ∗∗∗

σEUε,1 2.27 ∗∗∗ σCHε,3 0.51 ∗∗∗

σEUε,2 0.08 ∗∗ σCHε,4 0.75 ∗∗∗

σEUε,3 0.47 ∗∗∗ σCHε,5 2.01 ∗∗∗

σEUε,4 1.52 ∗∗∗ σCHε,6 0.73 ∗∗∗

σEUε,5 0.79 ∗∗∗ σCHε,7 0.26 ∗∗∗

σEUε,6 0.27 ∗∗∗ σCHε,8 1.10 ∗∗∗

σEUε,7 0.36 ∗∗∗ σCHε,9 0.75 ∗∗∗

σEUε,8 0.66 ∗∗∗ σCHε,10 0.83 ∗∗∗

σEUε,9 0.35 ∗∗∗ σCHε,11 0.54 ∗∗∗

σEUε,10 1.30 ∗∗∗ σAη 0.01 ∗∗∗

σEUε,11 2.14 ∗∗∗ σUSη 0.16 ∗∗∗

σAUε,1 0.69 ∗∗∗ σEUη 0.11 ∗∗∗

σAUε,2 1.02 ∗∗∗ σAUη 0.11 ∗∗∗

σCHη 0.21 ∗∗∗

Note: Significance at the 1%, 5% and 10% level is denoted by ∗∗∗, ∗∗, and ∗ respectively
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